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Abstract

The main aim of this thesis was to present some derivations and studying fractional lacu-

nary data using spline functions and then solving some examples on fractional differential

equations numerically.

Firstly, a new fractional spline function of polynomial form with the idea of the lacunary

interpolation is considered to find approximate solution for fractional differential equations

(FDEs). The proposed method is applicable for α ∈ (0, 1], where α denotes the order of the

fractional derivative in the Caputo sense. Convergence analysis of the method is considered.

Some illustrative examples are presented and the obtained results reveal that the proposed

technique is very effective, convenient and quite accurate to such considered problems.

Finally, we present a formulation and a study of three interpolatory fractional splines in

the class of mα, m = 2, 4, 6, α = 0.5. We extend fractional splines function with uniform

knots to approximate the solution of fractional equations. The developed spline method is

used to analyse convergence fractional order derivatives and estimating error bounds. We

propose spline fractional method to solve fractional differentiation equations.
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Chapter 1
Introduction

1.1 Historical Note and Literature Survey

There are many theoretical results on existence, uniqueness, and properties of solutions of

ordinary and partial differential equations, usually only the simplest specific problems can be

solved explicitly, especially when the nonlinear terms are involved and we usually construct

approximate solutions. Since only limited classes of the equations are solved by analytical

means, numerical solution of these differential equations is of practical importance. Polyno-

mials have long been the functions most widely used to approximate other functions mainly

because of their simple mathematical properties. However, it is well-known that polynomials

of high degree tend to oscillate strongly and in many cases they are liable to produce very

poor approximations. With a spline function (spline function is a numerical function that

is piecewise-defined by polynomial functions, and which possesses a sufficiently high de-

gree of smoothness at the places where the polynomial pieces connect (which are known as

knots) [2]), low degree and hence weakly oscillating polynomials combined in such a way as

to obtain a function which is as smooth as possible in the sense that it has maximal continuity

without being globally a polynomial. Spline functions can be integrated and differentiated

due to being piecewise polynomials and can be easily stored and implemented on digital

computers. Thus, spline functions are adapted to numerical methods to get the solution of the

differential equations. Numerical methods with spline functions in getting the approximate
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Chapter 1 Introduction

solution of the differential equations lead to band matrices which are solvable easily with

algorithms having low cost of computation [2, 31].

Many authors [17, 20, 21, 50] presented several local methods for solving lacunary inter-

polation problems using piecewise polynomials with certain continuity properties. Moreover,

they have studied the use of splines to solve the lacunary interpolation problems. All of these

methods are global and require the solution of a large system of equations.

The fractional calculus started from some speculations of G.W. Leibniz (1695, 1697)

and L. Euler (1730), and it has been developed progressively up to now. A list of math-

ematicians, who have provided important contributions up to the middle of the twentieth

century, include P.S. Laplace (1812), S. F. Lacroix (1819), J. B. J. Fourier (1822), N. H. Abel

(1823-1826), J. Liouville (1832-1873), B. Riemann (1847), H. Holmgren (1865-1867), A.

K. Grunwald (1867-1872), A. V. Letnikov (1868-1872), H. Laurent (1884), P. A. Nekrassov

(1888), A. Krug (1890), J. Hadamard (1892), O. Heaviside (1892-1912), S. Pincherle (1902),

G. H. Hardy and J. E. Littlewood (1917-1928), H. Weyl (1917), P. Lévy (1923), A. Mar-

chaud (1927), H. T. Davis (1924-1936), E. L. Post (1930), A. Zygmund (1935-1945), E. R.

Love (1938-1996), A. Erdelyi (1939-1965), H. Kober (1940), D. V. Widder (1941), M. Riesz

(1949), W. Feller (1952).

Only since the seventies has fractional calculus been the object of specialized conferences

and treatises. For the first conference, the merit is due to B. Ross who, shortly after his Ph.D.

dissertation on fractional calculus, organized the First Conference on Fractional Calculus and

its Applications at the University of New Haven in June 1974, and edited the proceedings

[47]. For the first monograph the merit is ascribed to K. B. Oldham and J. Spanier who,

after a joint collaboration begun in 1968, published a book devoted to fractional calculus in

1974 [37].

In recent years considerable interest in fractional calculus has been stimulated by the ap-

plications it finds in different areas of applied sciences like physics and engineering, possibly

including fractal phenomena. Nowadays, the fractional calculus attracts many scientists and

engineers. There are several applications of this mathematical phenomenon in mechanics,

3



Chapter 1 Introduction

physics, chemistry, control theory and so on (Caponetto et al., 2010 [8]; Magin, 2006 [30];

Monje et al., 2010 [35]; Oldham and Spanier, 1974 [37]; Oustaloup, 1995 [41]; Podlubny,

1999 [5]).

1.2 Special Functions

In this section, the most important functions used in fractional calculus are mentioned.

Furthermore, we have nice examples for a successful extension of the scope of functions e.g.

from integer to real values. We begin with three stories of success: we present the gamma,

beta and Mittag-Leffler functions, which turn out to be well established extensions of the

factorial and the exponential function. These functions play an important role for practical

applications of the fractional calculus.

1.2.1 Beta Function

The Beta function is very important for the computation of the fractional derivatives of the

power function. It is defined for {p, q ∈ C, Re(p) > 0, Re(q) > 0} to be [3, 42]:

B(p, q) =

∫ 1

0
xp−1(1 − x)q−1dx

Beta function is also called the First Eulerian Integral.

1.2.1.1 Some Properties of the Beta Function

(i) Symmetry of Beta Function. B(p, q) = B(q, p) (see [42], p. 365).

(ii) If p, q are positive integers, then B(p, q) =
(p−1)!(q−1)!

(p+q−1)! (see [42], p. 369).

1.2.2 Gamma Function

In the integer-order calculus the factorial plays an important role because it is one of the

most fundamental combinatorial tools. The Gamma function has the same importance in the

4



Chapter 1 Introduction

fractional-order calculus and the gamma function is defined for {z ∈ C, z , 0,−1,−2, ...} to

be [3]:

Γ(z) =

∫ ∞

0
xz−1e−xdx (1.1)

Gamma function is also called the Second Eulerian Integral.

In view of the Gauss expression (see [42], p. 371), we attain the fact that the gamma

function is defined for all z ∈ C − {0,−1,−2, ...}. Moreover, in the sense of complex analysis

the negative integers are simple poles of Γ(z). For a better understanding the graph of Γ(x)

for real values of x is given in Figure 1.1 [26].

Figure 1.1: Graph of the Gamma function Γ(x) in a real domain.

1.2.3 Some Properties of the Gamma Function

We have some major properties of the gamma function which are beneficial to our works, and

they are given as:

(i) Recurrence Formula for Gamma Function Γ(n) (see [42], p. 372).

Γ(n) = (n − 1)Γ(n − 1), when n > 1. (1.2)

5



Chapter 1 Introduction

For example: Γ(1) = 1, and using (1.1) we obtain for n ∈ N (i.e., n = 1, 2, 3, ...):

Γ(2) = 1.Γ(1) = 1 = 1!,

Γ(3) = 2.Γ(2) = 2.1! = 2!,

Γ(4) = 3.Γ(3) = 3.2! = 3!,

· · · · · · · · · · · · · · ·

Γ(n + 1) = n.Γ(n) = n.(n − 1)! = n!. (1.3)

Remark. Note that Γ(n) > 0 always, Γ(0) = ∞, and for n ∈ N, Γ(−n) = 0.

(ii) Relation between Beta and Gamma Functions. (see [42], p. 372)

B(m, n) =
Γ(m) Γ(n)
Γ(m + n)

, where m, n > 0. (1.4)

(iii) Γ(0.5) =
√
π. To prove this we substitute m = n = 1

2 in the relation of (1.4), we have

B(0.5, 0.5) =
Γ(0.5)Γ(0.5)

Γ(1)
= (Γ(0.5))2

and it is easy to prove that, after changing for polar, B(0.5, 0.5) = π and consequently,

Γ(0.5) =
√
π

1.2.4 Mittag-Leffler Function

Besides the gamma function, Euler has brought to light an additional important function,

the exponential:

ex =

∞∑
n=0

xn

n!
.

According to the equation of (1.3) made in the previous section we may replace the fac-

torial by the gamma function:

ex =

∞∑
n=0

xn

Γ(n + 1)
.

6



Chapter 1 Introduction

Without difficulty this definition may be extended, where one option is given by:

Eα(x) =

∞∑
n=0

xαn

Γ(nα + 1)
, α > 0. (1.5)

This was introduced in the year 1903 by Mittag-Leffler [32] and consequently it is called

Mittag-Leffler function. The formula Eα(x) in (1.5) is the one-parameter generalization of

the exponential ex. The two-parameter function of the Mittag-Leffler type, which plays a

great role in the fractional calculus, was in fact introduced by Agarwal [1], and is defined by

the series expansion of the form

Eα,β(x) =

∞∑
n=0

xβn

Γ(nα + β)
, α, β > 0. (1.6)

It follows from this definition that there are some relationships (given e.g. in [15, 44]):

E1,1(x) =

∞∑
n=0

xn

Γ(n + 1)
=

∞∑
n=0

xn

n!
= ex,

E1,2(x) =

∞∑
n=0

xn

Γ(n + 2)
=

∞∑
n=0

xn

(n + 1)!
=

1
x

∞∑
n=0

xn+1

(n + 1)!
=

ex − 1
x

,

E1,3(x) =

∞∑
n=0

xn

Γ(n + 3)
=

∞∑
n=0

xn

(n + 2)!
=

1
x2

∞∑
n=0

xn+2

(n + 2)!
=

ex − 1 − x
x2 ,

and in general

E1,m(x) =
1

xm−1

ex −

m−2∑
n=0

xn

n!

 .
For β = 1, we obtain the Mittag-Leffler function in one parameter:

Eα,1(x) =

∞∑
n=0

xn

Γ(nα + 1)
= Eα(x).

A particular cases of the Mittag-Leffler function (1.6) are the hyperbolic sine and cosine and

7



Chapter 1 Introduction

(a) E1,1(z), where −2 < z < 2 (b) E2,1(−z2), where 0 < z < 2π

Figure 1.2: Mittag-Leffler function (1.6) for various parameters

these are given by:

E1,2(x) =

∞∑
n=0

x2n

Γ(2n + 1)
=

∞∑
n=0

x2n

(2n)!
= cosh(x),

E2,2(x2) =

∞∑
n=0

x2n

Γ(2n + 2)
=

∞∑
n=0

x2n

(2n + 1)!
=

1
x

∞∑
n=0

x2n

2n!
=

sinh(x)
x

.

Moreover, the Mittag-Leffler is related to the error function:

E 1
2
(x

1
2 ) = ex

(
1 + er f (x

1
2 )
)

where the error function er f (x) is given by

er f (x) =
2
√
π

∫ x

0
e−t2dt.

In Fig. 1.2a and Fig. 1.2b the well-known functions ez and cos(z) are plotted and it is created

for the evaluation of the Mittag-Leffler function.

1.2.4.1 Basic Properties of Mittag-Leffler Function

As a consequence of the definitions (1.5) and (1.6) the following results hold [26]

(i)

Eα,β(x) = βEα,β+1(x) + αx
d
dx

Eα,β+1(x).

8



Chapter 1 Introduction

(ii)

Eα,β(x) = xEα,α+β(x) +
1

Γ(β)
.

(iii)

(
d
dx

)m [
xβ−1Eα,β(xα)

]
= xβ−m−1Eα,β−m(xα),

Re(β − m) > 0, m = 0, 1....

1.3 The Fractional Derivatives and Integrals

In this section, we will present alternative concepts to introduce a fractional derivative

definition, e.g. a series expansion in terms of the standard derivative. Furthermore, several

approaches to the generalization of the notion of differentiation and integration are consid-

ered.

1.3.1 The Riemann-Liouville Fractional Differintegral Operator

The Riemann-Liouville approach is based on the Cauchy formula (1.7) (see [37], p. 38

and [5], p. 64) for the nth integral which uses only a simple integration so it provides a good

basis for generalization.

In
a f (x) =

∫ x

a

∫ ξn−1

a
· · ·

∫ ξ1

a
f (ξ)dξdξ1 · · · dξn−1 =

1
(n − 1)!

∫ x

a
(x − ξ)n−1 f (ξ)dξ. (1.7)

Now, it is easy to get an integral of arbitrary order. The Cauchy formula (1.7), as follows:

the integer n is substituted by a positive real number α and the gamma function is used

instead of the factorial, a formula for fractional integration is obtained. Finally we obtain the

following definitions:

Definition 1.1. Suppose that α > 0, x > a, α, a, x ∈ R. Then the Riemann-Liouville fractional

9



Chapter 1 Introduction

integral of order α > 0 is defined by the following fractional operator [24, 44, 48]:

Iαa f (x) =
1

Γ(α)

∫ x

a
(x − ξ)α−1 f (ξ)dξ,

I0
a f (x) = f (x), (for α = 0).

Definition 1.2. Accordingly, the Riemann-Liouville fractional derivative of order α is de-

fined, for α > 0, x > a, α, a, x ∈ R, by [24, 44, 48]:

Dα
a f (x) =

1
Γ(n − α)

dn

dxn

∫ x

a
(x − ξ)n−α−1 f (ξ)dξ, n − 1 < α < n ∈ N

Remark. Iα and Dα stand for Iα0 and Dα
0 , respectively.

One of the important properties associated with it is that the Riemann Liouville fractional

derivative is an inverse of the integral of the same order.

The fractional integral of a power function has the following form (see [44], p. 125):

Iαa (x − a)β =
Γ(β + 1)

Γ(β + α + 1)
(x − a)β+α, for α ≥ 0, β > −1.

Now, the fractional derivative of a power function has the following form:

Dα
a (x − a)β =

Γ(β + 1)
Γ(β − α + 1)

(x − a)β−α. (1.8)

So the fractional derivative of a constant takes the form

Dα
aC = C

(x − a)−α

Γ(1 − α)
, 0 < α < 1.

Similarly, in case of exponential function, eλx, it can be evaluated as

Dαeλx = x−αE1,1−α(λ).

10
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1.3.2 The Caputo Fractional Differential Operator

The definition of derivative provided by Riemann-Liouville has certain limitations when

it is used for modeling of real-world phenomena associated with fractional differential equa-

tions. Therefore, to overcome such problems, Caputo proposed the following definitions:

Definition 1.3. Suppose that α > 0, x > a, α, a, x ∈ R. Then the Caputo fractional derivative

of order α > 0 is defined by the following fractional operator [26, 44]

cDα
a f (x) =


1

Γ(n−α)

∫ x

a
(x − ξ)n−α−1 dn

dξn f (ξ)dξ, n − 1 < α < n ∈ N;

dn

dxn f (x), α = n ∈ N.

It is clearly from the Definition 1.3 the Caputo fractional derivative of a constant is zero.

In section 1.3.1, we have shown, in Equation (1.8), the fractional derivative of a power func-

tion in the sense of Riemann-Liouville, and here the fractional derivative of a power function

for the Caputo fractional have the similar form of (1.8) as:

cDα
a (x − a)β =

Γ(β + 1)
Γ(β − α + 1)

(x − a)β−α, β , 0(1)bαc;

where bαc is the integer part of α.

1.3.2.1 Fractional MacLaurin Power Series Expansion for the Caputo Fractional Deriva-

tive

In this section, some kinds of fractional Taylor series expansion are defined for a general

function in terms of the Caputo fractional derivative.

In order to obtain MacLaurin power series expansion (see [52], p. 3), we need the follow-

ing definition:

Definition 1.4. Let α ∈ R+, Ω ⊂ R an interval such that a ∈ Ω, a ≤ x, ∀x ∈ Ω. Then the

following set of functions are defined (see [52], p. 4):

aIα = { f ∈ C(Ω) : Iαa f (x) exist and is finite in Ω},

11



Chapter 1 Introduction

and

aDα = { f ∈ C(Ω) : cDα
a f (x) exist and is finite in Ω},

where Iαa and cDα
a are, respectively, defined in Definitions 1.1 and 1.3.

Based on this observation a theorem of a formal fractional Taylor series expansion can be

made.

Theorem 1.1. Let α ∈ (0, 1], p ∈ N and f (x) a continuous function in [a, b] satisfying the

following conditions (see [52], p. 6):

(i) cD jα
a f ∈ C([a, b]) and cD jα

a f ∈ aIα([a, b]), ∀ j = 1(1)p.

(ii) cD(p+1)α
a f (x) is continuous on [a, b].

Then for each x ∈ [a, b],

f (x) =

p∑
j=0

cD jα
a f (a)

(x − a) jα

Γ( jα + 1)
+ Rp(x, a),

with

Rp(x, a) = cD(p+1)α
a f (ξ)

(x − a)(p+1)α

Γ((p + 1)α + 1)
, a ≤ ξ ≤ x.

Remark. In the above theorem, the Caputo fractional derivative cD jα
a is not equivalent to the

derivative of order jα, that is,

D j·α f = Dα · Dα · · ·Dα︸           ︷︷           ︸
j−times

.

In 2007, Odibat and Shawagfeh [39] have been represented a new generalized Taylor’s

formula which as follows:

f (x) =

p∑
m=0

cDmα
a f (x0)

(x − x0)mα

Γ(mα + 1)
+ Rα

p(x), 0 < α ≤ 1, x0 < x ≤ b

with

Rα
p(x) = cD(p+1)α

a f (ξ)
(x − x0)(p+1)α

Γ((p + 1)α + 1)
, a ≤ ξ ≤ x.

12
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Remark. Here, the Caputo fractional derivative cDmα
a is equivalent to the derivative of order

mα.

Theorem 1.2. Let f (x) be a function defined on the right neighborhood of a, and be an

infinitely fractionally-differentiable function at a, that is to say, all cD jα
a f (x) ( j = 0, 1, 2, ...)

exist, and are not singular at a. The formal fractional right-RL Taylor series of a function is

(see [28], p. 11):

f (x) =

∞∑
j=0

cD jα
a f (a)

(x − a) jα

Γ( jα + 1)
.

We now give some examples of fractional Taylor series.

Example 1.1 Let f (x;α) = e(x−a)α , then

f (x;α) =

∞∑
m=0

1
m!

(x − a)mα.

In particular,

f (x; 0.5) = 1 +
1
2

(x − a)0.5 +
1
6

(x − a) +
1

24
(x − a)1.5 +

1
120

(x − a)2 + ....

Example 1.2 Let f (x;α) = cos((x − a)α), and g(x, α) = sin((x − a)α) then

f (x;α) = 1 −
(x − a)2α

Γ(2α + 1)
+

(x − a)4α

Γ(4α + 1)
−

(x − a)6α

Γ(6α + 1)
+ · · · ,

and

g(x, α) =
(x − a)α

Γ(α + 1)
−

(x − a)3α

Γ(3α + 1)
+

(x − a)5α

Γ(5α + 1)
− · · · .

In particular,

f (x; 0.5) = 1 − (x − a) +
(x − a)2

2
−

(x − a)3

6
+

(x − a)4

24
−

(x − a)5

120
+ · · · ,

13
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and

g(x, 0.5) =
2(x − a)1/2

√
π

−
4(x − a)3/2

3
√
π

+
8(x − a)5/2

15
√
π
−

16(x − a)7/2

105
√
π

+
32(x − a)7/2

9455
√
π
− · · ·

Example 1.3 The Mittag-Leffler function h(x;α) = Eα((x − a)α), which satisfies

cDα
a Eα((x − a)α) = Eα((x − a)α), Eα(0) = 1,

and hence

h(x;α) = Eα((x − a)α) =

∞∑
m=0

1
Γ(mα + 1)

(x − a)mα.

1.3.3 The Grünwald-Letnikov Derivative

In Mathematics, the Grünwald–Letnikov derivative is a basic extension of the derivative

in fractional calculus that allows one to take the derivative a non-integer number of times. It

was introduced by Anton Karl Grünwald (1838–1920) from Prague, in 1867, and by Aleksey

Vasilievich Letnikov (1837–1888) in Moscow in 1868. The Grunwald–Letnikov differinte-

gral is a direct generalization of the definition of a derivative. It is more difficult to use than

the Riemann–Liouville differintegral, but can sometimes be used to solve problems that the

Riemann–Liouville cannot. So the Grünwald–Letnikov derivative may be succinctly written

as [29]:

GDαy(x) = lim
n→∞

1
hα

n∑
k=0

gα,k y(x − kh),

where gα,k are the Grünwald weights and are given as:

gα,k =

(
α

k

)
=

(−1)kΓ(k − α)
Γ(−α)Γ(k + 1)

14
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1.4 Interpolation by Polynomial Spline Functions

Definition 1.5. Let f be the partition a = x0 < x1 < · · · < xn−1 < xn = b (for n ≥ m + 1)

of the interval [a, b]. Then a spline s of degree m with knots at π is a function possessing the

following two properties

(a) In each subinterval [xi, xi+1) of [a, b], s is a polynomial of degree m or less.

(b) s and its derivatives of order 1, 2, ...,m − 1 are continuous on [a, b], i.e. s ∈ Cm−1[a, b].

The space all such functions is denoted by S m(f).

Thus, a spline function is a series of polynomial arcs of degree m or less, joined together

in such a way that the function and its derivatives of orders m − 1 or less are continuous

everywhere. The spline is, in general, a different polynomial in each of the subintervals

[xi, xi+1) and the continuity constraint s ∈ Cm−1[a, b] imposes maximal continuity on this

piecewise defined function.

1.4.1 Lacunary Interpolation

Lacunary interpolation was initiated in 1957 [6]. Several researchers have studied the use

of splines to solve such interpolation problems [17, 20, 21, 50]. All of these methods are

global and require the solution of a large system of equations. The most appropriate method

solving lacunary interpolation problems using piecewise polynomials with certain continuity

properties.

As we have mentioned before, spline functions are a good tool for the numerical approx-

imation of functions on the one hand and they also suggest new, challenging and rewarding

problems on the other. Piecewise linear functions, as well as step functions, have been an

important theoretical and practical tools for approximation of such functions. Lacunary in-

terpolation by spline appears whenever observation gives scattered or irregular information

about a function and it’s derivatives. Also, the data in the problem of lacunary interpola-

tion are values of the functions and of it’s derivatives but without hermite condition in which

consecutive derivatives are used at each nodes.

15
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1.4.2 Modulus of Continuity

To assess the goodness of fit when we interpolate a function with a first-degree spline, it

is useful to have something called the modulus of continuity of a function f . Suppose f is

defined on an interval [a, b]. The modulus of continuity of f is [56]:

ω( f ; h) = sup
|x1−x2 |≤h

| f (x1) − f (x2)|, for a ≤ x1 ≤ x2 ≤ b.

The quantity ω( f ; h) measures how much f can change over a small interval of width h. If

f is continuous on [a, b], then it is uniformly continuous, and ω( f ; h) will tend to zero as h

tends to zero. If f is not continuous, ω( f ; h) will not tend to zero [56].

1.4.3 Some Theorems of Error Bounds

Let ∆ : 0 = x0 < x1 < · · · xn−1 < xn = 1 be the uniform partition of the interval I = [a, b]

with xi+1 − xi = hi i = 0(1)n. We define the class of spline functions S (m)
n,k as follows. Any

element S ∆ ∈ S (m)
n,k if the following conditions are fulfilled [17, 20, 21, 49, 50]:

(i) S ∆ ∈ Cm(I),

(ii) In each subinterval [xi, xi+1], i = 0(1)n, S ∆ ∈ Πk, where Πk denotes the set of polyno-

mials of degree at most k.

Now, we will state the following theorems:

Theorem 1.3. [49] Let f ∈ C6(I) and S ∆ ∈ S (3)
n,6 be the solution of the following problem:

S ∆(xi) = yi, S (q)
∆

(xi) = y(q)
i , q = 2, 3; i = 0(1)n,

S ′∆(x0) = y′0, S ′∆(xn) = y′n.

Then

∣∣∣S (q)
∆

(x) − f (q)(x)
∣∣∣ ≤ k1h5−qω6(h), q = 0(1)5,

16
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where

k1 =



604, when x ∈ [x0, x1]

24, when x ∈ [xi, xi+1], i = 1(1)n − 2

35h, when x ∈ [xn−1, xn]

and ω6(·) is the modulus of continuity of f (6).

Theorem 1.4. [50] Let S ∆ ∈ S (2)
n,6 be the solution of the following problem:

S (q)
∆

(xi) = y(q)
i , q = 0, 1, 2, 4; i = 0(1)n.

Then for f ∈ C6(I), we have

∣∣∣S (q)
i − f (q)

∣∣∣ ≤ ci,qh6−qω6(h), q = 0(1)6, i = 0(1)n,

where ω6(·) is the modulus of continuity of f (6), and the constants ci,q are given in the follow-

ing table:

ci,0 ci,1 ci,2 ci,3 ci,4 ci,5 ci,6

0 ≤ i ≤ n − 2 49
720

1
3

11
8

55
12

23
2 19 15

i = n − 1 245
1008

53
40

739
120

118
5 71 311

2 218

1.4.4 Advantages of Spline Functions

Spline solution has its own advantages. For example, once the solution has been computed,

the information required for spline interpolation between mesh points is available. This is

particularly important when the solution of the BVP is required at different locations in the

interval [a, b]. This approach has the added advantage that it not only provides continuous

approximations to y(x) , but also to y′ and higher derivatives at every point of the range of

integration. Also, the C∞-differentiability of the trigonometric part of non-polynomial splines

compensates for the loss of smoothness inherited by polynomial splines. Moreover, we may

17
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say:

(i) A graph of the constructed function passes through every point of the given array.

(ii) The constructed function is uniquely determined by the given array.

(iii) A degree of the polynomials used for description of the interpolating function is inde-

pendent of the knot’s number, consequently, does not change as the number increases.

18



Chapter Two

Numerical Solution of Fractional

Differential Equations by using

Fractional Lacunary Spline Functions



Chapter 2
Numerical Solution of FDEs by using

Fractional Lacunary Spline Functions

2.1 Introduction

Fractional differential equations are gaining considerable importance due to their wide

range of applications in the fields of physics, engineering [5,24], chemistry, and/or biochem-

istry [57], optimal control [53–55], medicine [19] and biology [44]. Several numerical tech-

niques such as Adomian decomposition method (ADM) [27,33], Adams-Bashforth-Moulton

method [34, 36], fractional difference method [37], fractional spline function of a polyno-

mial form [31,58], and variational iteration method [15,44] have been developed for solving

non-linear functional equations in general and solving fractional differential equations in par-

ticular.

In view of successful application of spline functions of polynomial form in system analy-

sis [31], fractional differential equations [25,58], and delay differential equations of fractional

order [46], we notice that it should be applicable to solve fractional differential equations with

the idea of the lacunary interpolation. For details about lacunary interpolation, we may refer

to ( [17, 20, 21, 49, 50]).

In this chapter, we investigate numerical solution of fractional differential equations (FDEs)

using the idea of lacunary interpolation.
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2.2 Generalized quartic fractional spline interpolation with

applications

As we have mentioned in the above section, there are several methods for solving FDEs.

So, we introduce the following method:

2.2.1 Descriptions

Given the mesh points, 4 : 0 = x0 < x1 < · · · < xn = 1 with xk+1−xk = h, k = 0(1)n−1, and

real numbers
{
yk,Dαyk,D4αyk

}n

k=0
associated with the knots, where yk = y(xk). We are going

to construct spline interpolant S 4 for which DmαS 4(xi) = Dmαyi, i = 0(1)n, and m = 0, 1, 4.

This construction is given in the following two cases:

Case 1

In this case, we suppose that the conditions of Theorem 1.1 are satisfied with p = 4, and

then we can define the spline interpolant as follows:

S 4 = S k(x) =yk +
(x − xk)α

Γ(α + 1)
Dαyk + ak

(x − xk)2α

Γ(2α + 1)

+bk
(x − xk)3α

Γ(3α + 1)
+

(x − xk)4α

Γ(4α + 1)
D4αyk, (2.1)

where xk ≤ x ≤ xk+1 and k = 0(1)n − 1.

2.2.2 Existence and Uniqueness

If we require that S 4(x) and DαS 4(x) is continuous on [0, 1], then it is easy to prove that

formula (2.1) exists and is unique. That is, clear from the continuity conditions of S 4(x) and

DαS 4(x), we get:

yk+1 = yk +
hα

Γ(α + 1)
Dαyk + ak

h2α

Γ(2α + 1)
+ bk

h3α

Γ(3α + 1)
+

h4α

Γ(4α + 1)
D4αyk, (2.2)
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and from Equation (2.1), we have

Dαyk+1 = Dαyk +
hα

Γ(α + 1)
ak +

h2α

Γ(2α + 1)
bk +

h3α

Γ(3α + 1)
D4αyk. (2.3)

The coefficients ak and bk are determined in terms of the given data using the continuity

conditions of S 4(x) and DαS 4(x). Thus we have

ak =

1
Γ(2α+1) Ak −

hα
Γ(3α+1) Bk

k1h2α , (2.4)

and

bk =

1
Γ(2α+1) Bk −

h−α
Γ(α+1) Ak

k1h2α , (2.5)

where

k1 =
1

Γ(2α + 1)Γ(2α + 1)
−

1
Γ(α + 1)Γ(3α + 1)

,

Ak = yk+1 − yk −
hα

Γ(α + 1)
Dαyk −

h4α

Γ(4α + 1)
D4αyk, (2.6)

and

Bk = Dαyk+1 − Dαyk −
h3α

Γ(3α + 1)
D4αyk, for k = 0(1)n − 1. (2.7)

Note 2.1. For α = 1
2 , we have

S 4 = S k(x) =yk + D1/2yk
2(x − xk)1/2

√
π

+ ak(x − xk)

+bk
4(x − xk)3/2

3
√
π

+ (D1/2)4yk
(x − xk)2

2
,

where xk ≤ x ≤ xk+1 and k = 0(1)n − 1.
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yk+1 = yk +
2
√
π

h1/2D1/2yk + hak +
4

3
√
π

h3/2bk +
1
2

h2(D1/2)4yk, (2.8)

and

D1/2yk+1 = D1/2yk +
2
√
π

h1/2ak + hbk +
4

3
√
π

h3/2(D1/2)4yk. (2.9)

The constants ak and bk are given

ak =

√
π
(
3
√
πAk − 4Bkh1/2

)
h(3π − 8)

,

and

bk =
3
√
π
(√
πBk − 2Akh−1/2

)
h(3π − 8)

,

where

Ak = hak +
4

3
√
π

h3/2bk,

and

Bk =
2
√
π

h1/2ak + hbk, for k = 0(1)n − 1.

2.2.3 Error Bounds

Suppose that the conditions of Theorem 1.1 are satisfied with p = 4 and DmαS 4(xi) =

Dmαyi, α ∈ (0, 1], m = 0, 1, 4; i = 0(1)n − 1. We shall prove the following:

Theorem 2.1. Let S k(x) be the fractional spline interpolant of the polynomial form (2.1)

solving the lacunary case (0, α, 4α) . Then for all x ∈ [0, 1] the inequality

|DmαS 4(x) − Dmαy(x)| ≤ cmαh(4−m)α ω4α(h),
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holds for all m = 0(1)4, and α ∈ (0, 1], where ω4α(h) is the modulus of continuity of D4αy(x),

and

c0 =
k2

k1Γ(2α + 1)
+

k3

k1Γ(3α + 1)
+

1
Γ(4α + 1)

, cα =
k2

k1Γ(α + 1)
+

k3

k1Γ(2α + 1)
+

1
Γ(3α + 1)

,

c2α =
k2

k1
+

k3

k1Γ(α + 1)
+

1
Γ(2α + 1)

, c3α =
k3

k1
+

1
Γ(α + 1)

, c4α = 1.

Note 2.2. For α = 1
2 , we have

|
(
D1/2

)m
S 4(x) −

(
D1/2

)m
y(x)| ≤ c m

2
h2−m

2 ω(h),

where m = 0(1)4 and ω(h) is the modulus of continuity of (D1/2)4y(x), and

c0 =
9π + 48

√
π + 4

9π − 24
, c1/2 =

14
√
π

3π − 8
, c1 =

27
√
π + 68

18π − 48
, c3/2 =

7
√
π

3π − 8
+

2
√
π
, c2 = 1.

To prove Theorem 2.1, we shall need the following lemma,

Lemma 2.2. The following estimates are valid:

∣∣∣ak − D2αyk

∣∣∣ ≤ k2

k1
h2α ω4α(h), (2.10)∣∣∣bk − D3αyk

∣∣∣ ≤ k3

k1
hα ω4α(h), (2.11)

for k = 0(1)n − 1, where

k2 =

(
1

Γ(2α + 1)Γ(4α + 1)
+

1
Γ(3α + 1)Γ(3α + 1)

)
,

and

k3 =

(
1

Γ(2α + 1)Γ(3α + 1)
+

1
Γ(α + 1)Γ(4α + 1)

)
.
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Proof. From (2.6) we can find

∣∣∣ak − D2αyk

∣∣∣ =

∣∣∣∣∣∣ 1
k1h2α

[
1

Γ(2α + 1)

(
yk+1 − yk −

hα

Γ(α + 1)
Dαyk −

h4α

Γ(4α + 1)
D4αyk

)
−

hα

Γ(3α + 1)

(
Dαyk+1 − Dαyk −

h3α

Γ(3α + 1)
D4αyk

) ]
− D2αyk

∣∣∣∣∣∣
=

∣∣∣∣∣∣ 1
k1h2α

[
1

Γ(2α + 1)

(
yk+1 − yk −

hα

Γ(α + 1)
Dαyk −

h2α

Γ(2α + 1)
D2αyk

−
h4α

Γ(4α + 1)
D4αyk

)
−

hα

Γ(3α + 1)

(
Dαyk+1 − Dαyk

−
hα

Γ(α + 1)
D2αyk −

h3α

Γ(3α + 1)
D4αyk

)]∣∣∣∣∣∣. (2.12)

Taking:

yk+1 = yk +
hα

Γ(α + 1)
Dαyk +

h2α

Γ(2α + 1)
D2αyk +

h3α

Γ(3α + 1)
D3αyk +

h4α

Γ(4α + 1)
D4αy(ξk),

and

Dαyk+1 = Dαyk +
hα

Γ(α + 1)
D2αyk +

h2α

Γ(2α + 1)
D3αyk +

h3α

Γ(3α + 1)
D4αy(ηk),

where xk < ξk, ηk < xk+1. Then (2.12) becomes

∣∣∣ak − D2αyk

∣∣∣ ≤ 1
k1h2α

[
h4α

Γ(2α + 1)Γ(4α + 1)

∣∣∣D4αy(ξk) − D4αyk

∣∣∣
+

h4α

Γ(3α + 1)Γ(3α + 1)

∣∣∣D4αy(ηk) − D4αyk

∣∣∣ ]
≤

h2α

k1

[
1

Γ(2α + 1)Γ(4α + 1)
+

1
Γ(3α + 1)Γ(3α + 1)

]
ω4α(h)

=
k2

k1
h2α ω4α(h).

Similarly, after using (2.7), we can easily prove the second part of the lemma. Thus, we have

proved the lemma. �
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Note 2.3. For α = 1
2 , we have

∣∣∣ak − (D1/2)2yk

∣∣∣ ≤ 9π + 32
18π − 48

h3/2ω(h),∣∣∣bk − (D1/2)3yk

∣∣∣ ≤ 7
√
π

3π − 8
hω(h),

for k = 0(1)n − 1.

Proof of theorem 2.1. In view of the above lemma, we can see that, for xk ≤ x ≤ xk+1 and

k = 0(1)n − 1,

|S k(x) − y(x)| =

∣∣∣∣∣∣yk +
(x − xk)α

Γ(α + 1)
Dαyk + ak

(x − xk)2α

Γ(2α + 1)
+ bk

(x − xk)3α

Γ(3α + 1)

+
(x − xk)4α

Γ(4α + 1)
D4αyk − yk −

(x − xk)α

Γ(α + 1)
Dαyk − D2αyk

(x − xk)2α

Γ(2α + 1)

− D3αyk
(x − xk)3α

Γ(3α + 1)
−

(x − xk)4α

Γ(4α + 1)
D4αy(ξk)

∣∣∣∣∣∣
≤

h2α

Γ(2α + 1)

∣∣∣ak − D2αyk

∣∣∣ +
h3α

Γ(3α + 1)

∣∣∣bk − D3αyk

∣∣∣ +
h4α

Γ(4α + 1)
ω4α(h)

≤
h2α

Γ(2α + 1)
·

k2

k1
h2α ω4α(h) +

h3α

Γ(3α + 1)
·

k3

k1
hα ω4α(h) +

h4α

Γ(4α + 1)
ω4α(h).

By using (2.10) and (2.11), the last equation leads to

|S k(x) − y(x)| ≤
(

k2

k1Γ(2α + 1)
+

k3

k1Γ(3α + 1)
+

1
Γ(4α + 1)

)
h4α ω4α(h), (2.13)

and

|DαS k(x) − Dαy(x)| =

∣∣∣∣∣∣Dαyk +
(x − xk)α

Γ(α + 1)
ak +

(x − xk)2α

Γ(2α + 1)
bk +

(x − xk)3α

Γ(3α + 1)
D4αyk

− Dαyk −
(x − xk)α

Γ(α + 1)
D2αyk −

(x − xk)2α

Γ(2α + 1)
D3αyk −

(x − xk)3α

Γ(3α + 1)
D4αy(ξk)

∣∣∣∣∣∣
≤

hα

Γ(α + 1)

∣∣∣ak − D2αyk

∣∣∣ +
h2α

Γ(2α + 1)

∣∣∣bk − D3αyk

∣∣∣ +
h3α

Γ(3α + 1)
ω4α(h)

≤

(
k2

k1Γ(α + 1)
+

k3

k1Γ(2α + 1)
+

1
Γ(3α + 1)

)
h3α ω4α(h). (2.14)
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Similarly,

∣∣∣D2αS k(x) − D2αy(x)
∣∣∣ ≤ ∣∣∣ak − D2αyk

∣∣∣ +
hα

Γ(α + 1)

∣∣∣bk − D3αyk

∣∣∣ +
h2α

Γ(2α + 1)
ω4α(h)

≤

(
k2

k1
+

k3

k1Γ(α + 1)
+

1
Γ(2α + 1)

)
h2α ω4α(h), (2.15)

∣∣∣D3αS k(x) − D3αy(x)
∣∣∣ ≤ ∣∣∣bk − D3αyk

∣∣∣ +
hα

Γ(α + 1)
ω4α(h)

≤

(
k3

k1
+

1
Γ(α + 1)

)
hα ω4α(h), (2.16)

and finally, ∣∣∣D4αS k(x) − D4αy(x)
∣∣∣ ≤ ω4α(h). (2.17)

This completes the proof. �

Case 2

In this case, we suppose that the conditions of Theorem 1.1 are fulfilled with p = 5, then

we can define the spline interpolant as follows:

S 4 = S k(x) =yk +
(x − xk)α

Γ(α + 1)
Dαyk + ak

(x − xk)2α

Γ(2α + 1)

+bk
(x − xk)3α

Γ(3α + 1)
+

(x − xk)4α

Γ(4α + 1)
D4αyk + ck

(x − xk)5α

Γ(5α + 1)
, (2.18)

where xk ≤ x ≤ xk+1 and k = 0(1)n − 1.

Let

ck = Γ(α + 1)h−α
[
D4αyk+1 − D4αyk

]
.

It can be easily shown that ∣∣∣ck − D5αyk

∣∣∣ ≤ ω5α(h), (2.19)

where ω5α(h) is the modulus of continuity of D5αy(x).

Now, if S 4(x) ∈ C[0, 1] and S α
4(x) ∈ C[0, 1] then the existence and uniqueness of S 4(x) is
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easy to be proved, since here ak and bk are uniquely determined by

ak =

1
Γ(2α+1) Ak −

hα
Γ(3α+1) Bk

k1h2α , (2.20)

bk =

1
Γ(2α+1) Bk −

h−α
Γ(α+1) Ak

k1h2α , (2.21)

where

k1 =
1

Γ(2α + 1)Γ(2α + 1)
−

1
Γ(α + 1)Γ(3α + 1)

,

Ak = yk+1 − yk −
hα

Γ(α + 1)
Dαyk −

h4α

Γ(4α + 1)
D4αyk −

h5α

Γ(5α + 1)
ck, (2.22)

and Bk = Dαyk+1 − Dαyk −
h3α

Γ(3α + 1)
D4αyk −

h4α

Γ(4α + 1)
ck. (2.23)

Note 2.4. For α = 1
2 , we have

S 4 = S k(x) =yk + D1/2yk
2(x − xk)1/2

√
π

+ ak(x − xk)

+bk
4(x − xk)3/2

3
√
π

+ (D1/2)4yk
(x − xk)2

2
+ ck

8(x − xk)5/2

15
√
π

,

where xk ≤ x ≤ xk+1 and k = 0(1)n − 1.

Let

ck =

√
π

2
h−1/2

[(
D1/2

)4
yk+1 −

(
D1/2

)4
yk

]
.

It can be easily shown that ∣∣∣∣ck −
(
D1/2

)5
yk

∣∣∣∣ ≤ ω(h),

where ω(h) is the modulus of continuity of
(
D1/2

)5
y(x).

The constants ak and bk are given by

ak =

√
π
(
3
√
πAk − 4Bkh1/2

)
h(3π − 8)

,
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and

bk =
3
√
π
(√
πBk − 2Akh−1/2

)
h(3π − 8)

,

where

Ak = yk+1 − yk −
2
√
π

h1/2(D1/2)yk −
1
2

h2(D1/2)4yk −
8

15
√
π

h5/2ck,

and

Bk = D(1/2)yk+1 − D(1/2)yk −
4

3
√
π

h3/2(D1/2)4yk −
1
2

h2ck.

Then we have the following lemma:

Lemma 2.3. The following estimates can be obtained

∣∣∣ak − D2αyk

∣∣∣ ≤ k4

k1
h2α ω4α(h), (2.24)∣∣∣bk − D3αyk

∣∣∣ ≤ k5

k1
hα ω4α(h), (2.25)

for k = 0(1)n − 1, where

k4 =

(
1

Γ(2α + 1)Γ(5α + 1)
+

1
Γ(3α + 1)Γ(4α + 1)

)

and

k5 =

(
1

Γ(2α + 1)Γ(4α + 1)
+

1
Γ(α + 1)Γ(5α + 1)

)
.

Proof. Use (2.19), (2.20), (2.22), and (2.23) to obtain the first inequality and use (2.19),

(2.21), (2.22), and (2.23) to obtain the second inequality and follow the steps of the lemma

2.2. Thus we can prove the lemma. �
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Note 2.5. For α = 1
2 , we have

∣∣∣ak − (D1/2)2yk

∣∣∣ ≤ 18
√
π

5(3π − 8)
h3/2ω(h),∣∣∣bk − (D1/2)3yk

∣∣∣ ≤ 3
16

15π + 32
3π − 8

hω(h).

And then we can conclude the following theorem:

Theorem 2.4. Let S k(x) be the fractional spline interpolant of the polynomial form (2.1)

solving the lacunary case (0, α, 4α) for which the conditions of Theorem 1.1 are satisfied

with p = 5. Then for all x ∈ [0, 1] the inequality

|DmαS 4(x) − Dmαy(x)| ≤ cmαh(5−m)α ω5α(h),

holds for all m = 0(1)5, and α ∈ (0, 1], where ω5α(h) is the modulus of continuity of D5αy(x),

and

c0 =
k4

k1Γ(2α + 1)
+

k5

k1Γ(3α + 1)
+

1
Γ(5α + 1)

, cα =
k4

k1Γ(α + 1)
+

k5

k1Γ(2α + 1)
+

1
Γ(4α + 1)

,

c2α =
k4

k1
+

k5

k1Γ(α + 1)
+

1
Γ(3α + 1)

, c3α =
k5

k1
+

1
Γ(2α + 1)

, c4α =
1

Γ(α + 1)
, c5α = 1.

Proof. Proceed as in Theorem 2.1. �

Note 2.6. For α = 1
2 , we have

| (Dα)m S 4(x) − (Dα)m y(x)| ≤ cmαh2.5−mαω(h),

where ω(h) is the modulus of continuity of (D1/2)5y(x), and

c0 =
75π + 72

√
π + 160

20(3π − 8)
+

8
15
√
π
, c1/2 =

36
5(3π − 8)

+
3

16
15π + 32
3π − 8

+
1
2
,

c1 =
18
√
π

5(3π − 8)
+

3
8
√
π

15π + 32
3π − 8

+
4

3
√
π
, c3/2 =

3
18

15π + 32
3π − 8

+1, c2 =
2
√
π
, c5/2 = 1.
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2.2.4 Numerical Illustrations

We now consider some numerical examples illustrating the solution using our fractional

spline method. All calculations are implemented with MATLAB 12b.

Example 2.1 Consider the linear fractional differential equation

D2y(x) + 2 Dαy(x) + y(x) = 2x +
4

Γ(4 − α)
x3−α +

1
3

x3, 0 < α ≤ 1, (2.26)

subject to

y(0) = y′(0) = 0.

It is easily verified that the exact solution of this problem is

y(x) =
1
3

x3.

The maximal absolute errors obtained for α = 0.5, 0.8, and for 0 ≤ x ≤ 1 in each case and

these are shown in Tables 2.1–2.4, to illustrate the accuracy of the proposed method. Note

that |emα(x)| = |DmαS k(x) − Dmαy(x)|, where m = 0(1)4 for case 1, and m = 0(1)5 for case 2.

Table 2.1: Maximal absolute errors in case 1 where α = 0.5 for Example 2.1.

h |e(x)| |eα(x)|
∣∣∣e2α(x)

∣∣∣ ∣∣∣e3α(x)
∣∣∣ ∣∣∣e4α(x)

∣∣∣
0.1 5.4910E − 02 1.1015E − 01 2.7105E − 01 6.2211E − 01 9.0972E − 01

0.01 5.4910E − 05 3.4832E − 04 2.7105E − 03 1.9673E − 02 9.9861E − 02
0.001 5.4910E − 08 1.1015E − 06 2.7105E − 05 6.2211E − 04 8.6722E − 03

Table 2.2: Maximal absolute errors in case 2 where α = 0.5 for Example 2.1.

h |e(x)| |eα(x)|
∣∣∣e2α(x)

∣∣∣
0.1 4.2117E − 02 1.1394E − 01 3.8320E − 01

0.01 4.2117E − 05 3.6031E − 04 3.8320E − 03
0.001 1.3318E − 07 1.1394E − 06 3.8320E − 05

h
∣∣∣e3α(x)

∣∣∣ ∣∣∣e4α(x)
∣∣∣ ∣∣∣e5α(x)

∣∣∣
0.1 1.5609E − 01 2.5464E − 01 7.1364E − 01

0.01 4.9362E − 03 2.5464E − 02 2.2567E − 01
0.001 1.5609E − 04 2.5464E − 03 7.1364E − 02
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Table 2.3: Maximal absolute errors in case 1 where α = 0.8 for Example 2.1.

h |e(x)| |eα(x)|
∣∣∣e2α(x)

∣∣∣ ∣∣∣e3α(x)
∣∣∣ ∣∣∣e4α(x)

∣∣∣
0.1 1.1003E − 04 2.1189E − 03 5.9215E − 02 1.1003E − 01 2.3372E − 01

0.01 7.1990E − 08 5.7815E − 07 2.5117E − 05 1.9972E − 03 9.9881E − 03
0.001 6.9302E − 12 2.1003E − 10 1.8135E − 07 5.3441E − 05 9.9985E − 04

Table 2.4: Maximal absolute errors in case 2 where α = 0.8 for Example 2.1.

h |e(x)| |eα(x)|
∣∣∣e2α(x)

∣∣∣
0.1 5.3811E − 05 3.1091E − 04 3.2220E − 03

0.01 9.5419E − 09 1.7701E − 08 3.9928E − 07
0.001 8.6319E − 13 1.4098E − 10 2.0171E − 08

h
∣∣∣e3α(x)

∣∣∣ ∣∣∣e4α(x)
∣∣∣ ∣∣∣e5α(x)

∣∣∣
0.1 6.1608E − 03 2.7461E − 02 1.1644E − 01

0.01 3.9514E − 04 2.1425E − 03 8.9969E − 02
0.001 5.8103E − 07 2.9424E − 05 9.9389E − 03

Example 2.2 Consider the fractional differential equation

Dαy(x) = x4 −
1
2

x3 +
24

Γ(4 − α)
x3−α +

3
Γ(5 − α)

x4−α − y(x), 0 < α < 1, (2.27)

with the initial condition y(0) = 0. The exact solution is

y(x) = x4 −
1
2

x3.

Similarly, the maximal absolute errors obtained, for case 1, case 2 and for α = 0.5, are shown

in Tables 2.5–2.8, respectively, with |emα(x)| = |DmαS k(x) − Dmαy(x)|, where m = 0(1)4 for

case 1, and m = 0(1)5 for case 2.

Table 2.5: Maximal absolute error in case 1 where α = 0.5 for Example 2.2.

h |e(x)| |eα(x)|
∣∣∣e2α(x)

∣∣∣ ∣∣∣e3α(x)
∣∣∣ ∣∣∣e4α(x)

∣∣∣
0.1 7.4128E − 03 1.4870E − 02 3.6591E − 01 8.3985E − 01 1.2520E − 00
0.01 7.4128E − 04 4.7023E − 03 3.6591E − 02 2.6558E − 01 1.1851E − 00

0.001 7.4128E − 07 1.4870E − 05 3.6591E − 04 8.3985E − 03 9.98891E − 02
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Table 2.6: Maximal absolute error in case 2 where α = 0.5 for Example 2.2.

h |e(x)| |eα(x)|
∣∣∣e2α(x)

∣∣∣
0.1 44.8919E − 02 12.1447E − 01 40.8441E − 01
0.01 44.8919E − 05 38.4049E − 04 40.8441E − 03

0.001 14.1960E − 07 12.1447E − 06 40.8441E − 05
h

∣∣∣e3α(x)
∣∣∣ ∣∣∣e4α(x)

∣∣∣ ∣∣∣e5α(x)
∣∣∣

0.1 16.6379E − 01 27.1421E − 01 76.0656E − 01
0.01 52.6138E − 03 27.1421E − 02 24.0540E − 01

0.001 16.6379E − 04 27.1421E − 03 76.0656E − 02

Table 2.7: Maximal absolute errors in case 1 where α = 0.8 for Example 2.2.

h |e(x)| |eα(x)|
∣∣∣e2α(x)

∣∣∣ ∣∣∣e3α(x)
∣∣∣ ∣∣∣e4α(x)

∣∣∣
0.1 1.6113E − 04 2.8349E − 03 6.1216E − 02 1.7342E − 01 1.9889E − 01

0.01 9.1158E − 08 5.8825E − 07 2.8102E − 05 2.5922E − 03 1.3473E − 02
0.001 9.8342E − 12 4.1473E − 10 1.8135E − 07 5.3441E − 05 9.9985E − 04

Table 2.8: Maximal absolute errors in case 2 where α = 0.8 for Example 2.2.

h |e(x)| |eα(x)|
∣∣∣e2α(x)

∣∣∣
0.1 8.3492E − 05 4.5619E − 04 7.1201E − 03

0.01 8.8939E − 09 1.5931E − 08 1.1923E − 06
0.001 1.1242E − 12 4.2113E − 10 8.4152E − 08

h
∣∣∣e3α(x)

∣∣∣ ∣∣∣e4α(x)
∣∣∣ ∣∣∣e5α(x)

∣∣∣
0.1 5.6612E − 03 4.8146E − 02 2.1197E − 01

0.01 6.2981E − 04 2.2229E − 03 5.9886E − 02
0.001 6.1347E − 07 2.4749E − 05 1.1191E − 02

Example 2.3 Consider the linear fractional differential equation

D4αy(x) + Dαy(x) + y(x) = g(x), 0 < α ≤ 1, (2.28)

where

g(x) =
x4

24
+ x4−α

(
1

Γ(5 − α)
+

x−3α

Γ(5 − 4α)

)
,

subject to

y(0) = y(1) = 0.
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The exact solution of this problem is

y(x) = x4/24.

All error bounds obtained, for α = 0.5, 0.8, and for 0 ≤ x ≤ 1 are shown in Tables 2.9–

2.10, to illustrate the accuracy of the spline method of polynomial form. We have shown

the maximal error’s values in each case. Note that |emα(x)| = |DmαS k(x) − Dmαy(x)|, for m =

0(1)4.

Table 2.9: Error bounds for Example 2.3 when α = 0.5.

h |e(x)| |eα(x)|
∣∣∣e2α(x)

∣∣∣ ∣∣∣e3α(x)
∣∣∣ ∣∣∣e4α(x)

∣∣∣
0.1 2.1751E − 04 2.6173E − 03 4.9918E − 02 6.9235E − 02 1.9969E − 01

0.01 1.1009E − 07 1.9996E − 07 8.3841E − 05 5.1127E − 03 9.6114E − 02
0.001 9.9890E − 12 2.9838E − 09 8.9655E − 07 9.0180E − 05 1.2423E − 02

Table 2.10: Error bounds for Example 2.3 when α = 0.8.

h |e(x)| |eα(x)|
∣∣∣e2α(x)

∣∣∣ ∣∣∣e3α(x)
∣∣∣ ∣∣∣e4α(x)

∣∣∣
0.1 1.2638E − 04 1.5003E − 03 1.3115E − 02 6.8465E − 02 1.7016E − 01

0.01 1.2638E − 08 9.4667E − 07 5.2212E − 05 1.7197E − 03 2.6969E − 02
0.001 1.2638E − 12 5.9731E − 10 2.0786E − 07 4.3198E − 05 4.2743E − 03
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Chapter 3
Analysis of Fractional Spline Interpolation

3.1 Introduction

As shown in chapter 2, fractional differential equations have been the focus of many studies

due to their frequent appearances in various applications in fluid mechanics, viscoelasticity,

biology, physics and engineering. Most fractional differential equations do not have exact

analytic solutions, so approximation and numerical techniques must be used. The fractional

spline function of a polynomial form (see [?, ?, 31, 58]) is a new approach to provide an

analytical approximation to linear and nonlinear problems, and it is particularly valuable as

a tool for scientists and applied mathematicians, because they provide immediate and visible

symbolic terms of numerical approximate solutions to both linear and nonlinear differential

equations.

In this chapter, we construct a new fractional spline which interpolates the
(

1
2 -th derivative

for the first case, 1
2 , 3

2 -th derivatives for the second case, and 1
2 , 3

2 , 5
2 -th derivatives for the

last case
)

of a given function at the knots and its value at the beginning of the interval is

considered. We obtain a direct simple formula for the proposed fractional spline.
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3.2 Analysis of Fractional Splines Interpolation–
(
0, 1

2

)
Case

and Optimal Error bounds

Here, we construct a class of interpolating fractional splines of degree jα, for j = 2, 4, 6;

α = 0.5 and error estimates for these splines are also represented. Since all cases considered

are similar, details are given only for the first case of 2α.

Let 0 = x0 < x1 < · · · < xn−1 < xn = 1 be a uniform partition of [0, 1]. Set the stepsize

h = xi+1 − xi (i = 0(1)n − 1). Since all cases considered are similar, details are given only for

the first case. We study the following new cases:

3.2.1 Spline of Degree 2α (Existence and Uniqueness)

We suppose that s(1/2)(x) ∈ C2[0, 1] and s(x) in each subinterval [xi, xi+1] has a form:

s(x) = ai(x − xi) + bi(x − xi)1/2 + ci, (3.1)

where ai, bi, and ci are constants to be determined.

Theorem 3.1. Suppose that s(1/2)(x) ∈ C2[0, 1] and s(x) in each subinterval [xi, xi+1] has the

form (3.1). Then there exist a unique s(x) such that

s(1/2)
i = f (1/2)

i , (i = 0(1)n),

s0 = f0.

(3.2)

The fractional spline which satisfies (3.2) in [xi, xi+1] is of the form:

s(x) = siA0(t) + si+1A1(t) + h1/2s(1/2)
i A2(t), (3.3)

where

A0(t) = 1 − t3/2, A1(t) = t3/2, A2(t) =
2
√
π

(
t1/2 − t3/2

)
, (3.4)

37



Chapter 3 Analysis of Fractional Spline Interpolation

and x = xi + th, t ∈ [0, 1], with a similar expression for s(x) in [xi−1, xi].

The coefficient si in (3.3) are given by the recurrence formula:

si = si−1 −
2

3
√
π

h
1
2
(

f (1/2)
i−1 + 2 f (1/2)

i

)
,

s0 = f0, i = 1(1)n.

(3.5)

Proof. Indeed we can express p(t) in [0, 1] in the following form:

p(t) = p0A0(t) + p1A1(t) + p(1/2)
0 A2(t).

To determine A0, A1, A2, we write the above equality for p(t) = 1, t1/2, t3/2 we get

A0 + A1 = 1,

A1 +

√
π

2
A2 = t1/2,

A1 = t3/2.

Solving this, we obtain

A0(t) = 1 − t3/2, A1(t) = t3/2, and A2(t) =
2
√
π

(
t1/2 − t3/2

)
.

Now, for a fixed i ∈ {0, 1, ..., n − 1}, set x = xi + th, t ∈ [0, 1]. In the subinterval [xi, xi+1]

the fractional spline s(x) satisfying (3.2) is:

s(x) = siA0(t) + si+1A1(t) + h
1
2 f (1/2)

i A2(t).

We have a similar expression for s(x) in [xi−1, xi]. From the continuity condition of

s(1/2)(x−i ) = s(1/2)(x+
i ) we arrive the above recurrence formula (3.5). This completes the

proof. �
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3.2.2 Error Bounds for the Fractional Spline

In this section, the L∞ error estimates are presented for the above interpolating lacunary

fractional spline in the interval [0, 1].

Theorem 3.2. Suppose that s(x) be the fractional spline defined in Section 3.2.1, f (1/2) ∈

C2[0, 1] and that f ′(0) = f ′′(0) = 0, then for any x ∈ [0, 1] we have

|s(x) − f (x)| ≤
h2

4
√
π

∥∥∥ f (5/2)
∥∥∥ . (3.6)

Proof. Since s(1/2)(x) is the Hermite interpolation polynomial of degree 1 matching f (1/2) at

x = xi and xi+1, we have

∣∣∣s(1/2)(x) − f (1/2)(x)
∣∣∣ ≤ h2

4.2!

∥∥∥D2D1/2
∥∥∥ .

By taking I1/2
0|x to both sides of the above equation, we get

∣∣∣∣I1/2
0|x

(
s(1/2)(x) − f (1/2)(x)

)∣∣∣∣ ≤ I1/2
0|x

(
h2

4.2!

∥∥∥D2D1/2 f
∥∥∥) .

Hence

|(s(x) − s(0) − f (x) + f (0))| ≤
2
√
π

x1/2
(

h2

4.2!

∥∥∥D2D1/2 f
∥∥∥) .

Since, s(0) = f (0) and x ∈ [0, 1], then the last equation becomes

|s(x) − f (x)| ≤
h2

4
√
π

∥∥∥D2D1/2 f
∥∥∥ ,

and since f ′(0) = f ′′(0) = 0, following [26], p. 20, we have

D2D1/2 f = D5/2 f = f (5/2),

which leads to

|s(x) − f (x)| ≤
h2

4
√
π

∥∥∥ f (5/2)
∥∥∥ .
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Thus we have proved the theorem. �

3.2.3 Spline of Degree 4α Case (Existence and Uniqueness)

We suppose here that s(1/2)(x) ∈ C4[0, 1] and s(x) in each subinterval [xi, xi+1] has a form:

s(x) = ai(x − xi)2 + bi(x − xi)3/2 + ci(x − xi) + di(x − xi)1/2 + ei. (3.7)

From which the following theorem can be obtained:

Theorem 3.3. Let s(x) be the fractional spline defined in Section 3.2.3. Then there exist a

unique s(x) such that

s(1/2)
i = f (1/2)

i , s(3/2)
i = f (3/2)

i , for (i = 0(1)n),

s0 = f0.

(3.8)

The fractional spline which satisfies (3.8) in [xi, xi+1] is of the form:

s(x) = siA0(t) + si+1A1(t) + h
1
2
[
f (1/2)
i A2(t) + f (1/2)

i+1 A3(t)
]

+ h
3
2 f (3/2)

i A4(t), (3.9)

where

A0(t) =
1
5

(
2t7/2 − 7t5/2

)
+ 1, A1(t) = −

1
5

t5/2(2t − 7), A2(t) =
2

75
√
π

t1/2(14t3 − 89t2 + 75)

A3(t) =
32

75
√
π

t5/2(t − 1), A4(t) =
4

75
√
π

t3/2(2t − 25)(t − 1),

(3.10)

and x = xi + th, t ∈ [0, 1], with a similar expression for s(x) in [xi−1, xi].

The coefficient si in (3.9) are given by the recurrence formula:

21
16
√
π(si − si−1) = h

1
2

[
129
40

f (1/2)
i−1 +

3
5

f (1/2)
i

]
+ h

3
2

[
f (3/2) fi −

27
20

f (3/2)
i−1

]
,

s0 = f0, 1 = 1(1)n.

(3.11)
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Proof. In this case we can express any p(t) in [0, 1] in the following form:

p(t) = p0A0(t) + p1A1(t) + p(1/2)
0 A2(t) + p(1/2)

1 A3(t) + p(3/2)
0 A4(t)

and to determine the coefficients A j, j = 0(1)4, we write the above equality for p(t) =

1, t1/2, t3/2, t5/2, t7/2.

By the same technique of Theorem 3.1 we obtain the desired result and consequently the

proof is completed. �

3.2.4 Error Bounds for the Fractional Spline of Degree 4α Case

Here, we will derive the L∞ error estimates for the fractional spline that we have mentioned

in Section 3.2.3, the error bounds have shown in the below theorem and its proof is similar

subsequence of Theorem 3.2.

Theorem 3.4. Suppose that s(x) be the fractional spline defined in Section 3.2.3, f (1/2) ∈

C4[0, 1] and that f (p)(0) = 0, p = 1, 2, 3, 4, then for any x ∈ [0, 1] we have

|s(x) − f (x)| ≤
h4

(8)(4!)
√
π
‖ f (9/2)‖. (3.12)

Proof. Because s(1/2)(x) is the Hermite interpolation polynomial of degree 3 matching f (1/2), f (3/2)

at x = xi and xi+1, we have

|s(x) − f (x)| ≤
h4

(8)(4!)
√
π

∥∥∥D4D1/2 f
∥∥∥ ,

and following [26], p. 20, we have

D4D1/2 f = D9/2 f = f (9/2),

which leads to

|s(x) − f (x)| ≤
h4

(8)(4!)
√
π

∥∥∥ f (9/2)
∥∥∥ ,

41



Chapter 3 Analysis of Fractional Spline Interpolation

which proves the theorem. �

3.2.5 Spline of Degree 6α Case (Existence and Uniqueness)

We suppose here that s(1/2)(x) ∈ C6[0, 1] and s(x) in each subinterval [xi, xi+1] has a form:

s(x) = ai(x − xi)3 + bi(x − xi)5/2 + ci(x − xi)2 + di(x − xi)3/2 + ei(x − xi) + fi. (3.13)

Which deduces the following theorem:

Theorem 3.5. Let s(x) be the fractional spline defined in Section 3.2.5. Then there exist a

unique s(x) such that

s(1/2)
i = f (1/2)

i , s(3/2)
i = f (3/2)

i , s(5/2)
i = f (5/2)

i , for (i = 0(1)n),

s0 = f0.

(3.14)

The fractional spline which satisfies (3.14) in [xi, xi+1] is of the form:

s(x) = siA0(t) + si+1A1(t) + h
1
2
[
f (1/2)
i A2(t) + f (1/2)

i+1 A3(t)
]

+ h
3
2
[
f (3/2)
i A4(t) + f (3/2)

i+1 A5(t)
]

+ h
5
2 f (5/2)

i A6(t), (3.15)

where

A0(t) =
1
3

(
176t9/2 − 99t7/2 − 80t11/2 + 3

)
+ 1, A1(t) =

1
3

t7/2
(
80t2 − 176t + 99

)
,

A2(t) = −
2

63
√
π

t1/2(656t5 − 1520t4 + 927t3 − 63), A3(t) = −
256

63
√
π

t7/2(8t − 9)(t − 1),

A4(t) = −
4

945
√
π

t3/2
(
1360t4 − 3376t3 + 2331t2 − 315

)
,

A5(t) =
256

945
√
π

t7/2(10t − 9)(t − 1), A6(t) = −
8

945
√
π

t5/2(4t − 3)(20t − 21)(t − 1),

(3.16)

and x = xi + th, t ∈ [0, 1], with a similar expression for s(x) in [xi−1, xi].
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The coefficient si in (3.15) are given by the recurrence formula:

1155
16
√
π(si − si−1) = h

1
2

[
355
8

f (1/2)
i−1 + 100 f (1/2)

i

]
+ h

3
2

[
115
12

f (3/2)
i −

40
3

f (3/2)
i−1

]
+ h

5
2

[
f (5/2)
i−1 +

59
12

f (5/2)
i

]
,

s0 = f0, i = 1(1)n.

(3.17)

Proof. In this case we can express any p(t) in [0, 1] in the following form:

p(t) = p0A0(t) + p1A1(t) + p(1/2)
0 A2(t) + p(1/2)

1 A3(t) + p(3/2)
0 A4(t) + p(3/2)

1 A5(t) + p(5/2)
0 A6(t),

and to determine the coefficients A j, j = 0(1)6, we write the above equality for p(t) =

1, t1/2, t3/2, t5/2, t7/2 t9/2, t11/2. By the same technique of Theorem ?? we obtain the desired

result and hence the proof is completed. �

3.2.6 Error Bounds for the Fractional Spline of Degree 6α Case

Error estimates for the fractional spline that we have mentioned in Section 3.2.5 are ex-

plained by the following theorem:

Theorem 3.6. Suppose that s(x) be the fractional lacunary spline defined in section 3.2.3,

f (1/2) ∈ C6[0, 1] and that f (p)(0) = 0, p = 1(1)6, then for any x ∈ [0, 1] we have

|s(x) − f (x)| ≤
h6

(32)(6!)
√
π
‖D

13
2 f ‖. (3.18)

Proof. Here, since s(1/2)(x) is the Hermite interpolation polynomial of degree 3 matching

f (1/2), f (3/2), f (5/2) at x = xi and xi+1, we have

|s(x) − f (x)| ≤
h6

(32)(6!)
√
π

∥∥∥D6D1/2 f
∥∥∥ ,
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and following [26], p. 20, we have

D6D1/2 f = D13/2 f = f (13/2).

This gives

|s(x) − f (x)| ≤
h6

(32)(6!)
√
π

∥∥∥ f (13/2)
∥∥∥ .

This proves the theorem. �

3.2.7 Algorithms

The following steps are needed in solving a problem:

Step 1. The above formulation and analysis was done in [0, 1]. However, this does not con-

stitute a serious restriction since the same techniques can be carried out for the general

interval [a, b]. This is achieved using the linear transformation

x =
1

b − a
t −

a
b − a

(3.19)

from [a, b] to [0, 1].

Step 2. Use the equations (3.5), (3.11) and (3.17) to compute si for i = 1(1)n, respectively,

in each cases.

Step 3. Use the equations (3.3), (3.9) and (3.15) to compute s(x) at n equally spaced points

in each subinterval [xi, xi+1] for i = 1(1)n − 1 and in each case.

3.2.8 Illustrations

To illustrate our methods and to compare each of them with the other one, we have solved

two examples of fractional equation. We have implemented all calculations with MATLAB

12b.
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Example 3.1 Consider the following fractional differential equation

f ( 1
2 )(x) −

√
π x

15
2 = 0, x ∈ [0, 1], (3.20)

with f (0) = 0.

For which, all actual error bounds for each case are presented in Table 3.1,

Table 3.1: The observed maximum errors

Fractional Splines
h degree 2α degree 4α degree 6α

1/10 1.218750000000000E − 01 6.284179687500002E − 04 4.582214355468752E − 07
1/20 3.046875000000001E − 02 3.927612304687501E − 05 7.159709930419925E − 09
1/40 7.617187500000002E − 03 2.454757690429688E − 06 1.118704676628113E − 10
1/80 1.904296875000000E − 03 1.534223556518555E − 07 1.747976057231427E − 12

Example 3.2 Let f (x) = x
13
2 , x ∈ [0, 1].

For which, all actual error bounds for each case are presented in Table 3.2.

Table 3.2: The observed maximum errors

Fractional Splines
h degree 2α degree 4α degree 6α

1/10 3.454908229515436E − 01 8.637270573788592E − 04 1.439545095631432E − 07
1/20 8.637270573788590E − 02 5.398294108617870E − 05 2.249289211924113E − 09
1/40 2.159317643447148E − 02 3.373933817886169E − 06 3.514514393631426E − 11
1/80 5.398294108617869E − 03 2.108708636178855E − 07 5.491428740049104E − 13

Example 3.3 Consider the following fraction differential equation

f (1/2)(x) −
40320
Γ(8.5)

x
15
2 +

5040
Γ(7.5)

x
13
2 = 0, with f (0) = 1.5, x ∈ [0, 1]. (3.21)

Numerical and exact solutions are presented in Table 3.3, we give here the fractional

spline of degree 6α for h = 0.1. Also, the exact and numerical solutions are demonstrated in

Figure 3.1 for h = 0.2.
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Table 3.3: Exact, approximate and absolute error

x Exact Solution Approximation Solution Absolute Error
0.0 1.500000000000000 1.500000000000000 0
0.1 1.499999910000000 1.499999954520380 2.065014825802791E − 8
0.2 1.499989760000000 1.499997977657317 8.217657316622606E − 6
0.3 1.499846910000000 1.499975003854680 1.280938546797117E − 4
0.4 1.499016960000000 1.499843000789528 8.260407895279709E − 4
0.5 1.496093750000000 1.499357612945718 3.263862945717788E − 3
0.6 1.488802560000000 1.498062216177736 9.259656177735387E − 3
0.7 1.475293710000000 1.495425272300199 2.013156230019919E − 2
0.8 1.458056960000000 1.491449436911763 3.339247691176306E − 2
0.9 1.452170310000000 1.488165647180297 3.599533718029724E − 2
1.0 1.500000000000000 1.492576230669988 7.423769330012542E − 3

Figure 3.1: Exact and approximate solutions of Example 3.3 with h = 0.2.

3.3 General algorithms for the Fractional Spline Approxi-

mation Function with Applications

In this section, depends on Subsections 3.2.1, 3.2.3 and 3.2.5 we construct a general for-

mula for fractional spline which interpolates the α-derivatives of a given function at the knots

and its value and its 2α- derivative at the beginning of the interval considered. We obtain a

direct simple formula for the proposed spline. L∞ error bounds for the function and its first
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three derivatives are derived. A direct application of the proposed method is the approxima-

tion of the integral function

f (x) = Iαa cDα
a f (x). (3.22)

3.3.1 Existence and Uniqueness

Let 0 = x0 < x1 < · · · < xn−1 < xn = 1 be a uniform partition of [0, 1]. We suppose that

s(x),Dαs(x), and D2αs(x) are continuous on [0, 1] and s(x) in each subinterval [xi, xi+1] has a

form:

s(x) = ai(x − xi)3α + bi(x − xi)2α + ci(x − xi)α + di. (3.23)

Set the stepsize h = xi+1 − xi (i = 0(1)n). Then, we prove the following existence and

uniqueness theorem:

Theorem 3.7. Suppose that s(x),Dαs(x), and D2αs(x) are continuous on [0, 1] and s(x) in

each subinterval [xi, xi+1] has the form (3.23). Then, there exist a unique s(x) such that

Dαsi = Dα fi, (i = 0(1)n),

s0 = f0, D2αs0 = D2α f0.

(3.24)

The fractional spline which satisfies (3.24) in [xi, xi+1] is:

s(x) = siA0(t) + hαDα fiA1(t) + h2αD2αsiA2(t) + hαDα fi+1A3(t), (3.25)

where

A0 = 1, A1 =
1

Γ(α + 1)
tα −

Γ(2α + 1)
Γ(3α + 1)

t3α,

A2 =
1

Γ(2α + 1)
t2α −

Γ(2α + 1)
Γ(α + 1)Γ(3α + 1)

t3α, A3 =
Γ(2α + 1)
Γ(3α + 1)

t3α,

(3.26)

and x = xi + th, t ∈ [0, 1], with a similar expression for s(x) in [xi−1, xi].
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The coefficients si and D2αsi in (3.25) are given by the recurrence formula:



si = si−1 +
(

1
Γ(α+1) −

Γ(2α+1)
Γ(3α+1)

)
hαDαsi−1 +

Γ(2α+1)
Γ(3α+1)h

αDαsi

+
(

1
Γ(α+1) −

Γ(2α+1)
Γ(α+1)Γ(3α+1)

)
h2αD2αsi−1,

D2αsi =
(
1 − Γ(2α+1)

Γ2(α+1)

)
D2αsi−1 +

Γ(2α+1)
Γ(α+1) h−α (−Dα fi−1 + Dα fi)

s0 = f0, D2αs0 = D2α f0; (i = 1(1)n).

(3.27)

Proof. We can write P(t) in [0, 1] as follows:

P(t) = P(0)A0(t) + DαP(0)A1(t) + D2αP(0)A2(t) + DαP(0)A3(t).

To determine A0(t), A1(t), A2(t) and A3(t), we will write the equality for P(t) = 1, tα, t2α and

t3α then we arrive the following system:

1 = A0(t),

tα = Γ(α + 1) (A1(t) + A3(t)) ,

t2α = Γ(2α + 1)A2(t) +
Γ(2α + 1)
Γ(α + 1)

A3(t),

t3α =
Γ(3α + 1)
Γ(2α + 1)

A3(t),

these imply that:

A0 = 1, A1 =
1

Γ(α + 1)
tα −

Γ(2α + 1)
Γ(3α + 1)

t3α,

A2 =
1

Γ(2α + 1)
t2α −

Γ(2α + 1)
Γ(α + 1)Γ(3α + 1)

t3α, A3 =
Γ(2α + 1)
Γ(3α + 1)

t3α.

Now for a fixed i ∈ {0, 1, ..., n − 1}, set x = xi + th, t ∈ [0, 1]. In the subinterval [xi, xi+1]

the fractional spline s(x) satisfying (3.24) is:

s(x) = siA0(t) + hαDα fiA1(t) + h2αD2αsiA2(t) + hαDα fiA3(t).

We have a similar expression for s(x) in [xi−1, xi]. From the continuity conditions s(x−i ) =
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s(x+
i ) and D2αs(x−i ) = D2αs(x+

i ) we arrive the above recurrence formula (3.27). This com-

pletes the proof. �

3.3.2 Error Estimations

In this section, we prove some results on error estimations for fractional spline function

given by the L∞ error estimates are presented for the above interpolating fractional spline and

its α, 2α, 3α-th derivatives in [0, 1] and note that ‖ · ‖ denotes the L∞ norm.

Lemma 3.8. [7] If s and t are positive real numbers, {ai}
k
i=0 is a sequence satisfying a0 ≥

−t
s ,

and

ai+1 ≤ (1 + s)ai + t, for each i = 0(1)k − 1,

then

ai+1 ≤ e(i+1)s
(
a0 +

t
s

)
−

t
s
.

Lemma 3.9. Let s(x) be the fractional spline defined in Section 3.3.1. If Dm.α f ∈ C[0, 1] (m =

0(1)4) then for i = 0(1)n we have

∣∣∣D2αsi − D2α fi

∣∣∣ ≤


0, for i = 0

k1h2α
∥∥∥D4α f

∥∥∥ , for i = 1

k1
k2−1 · h

2α
∥∥∥D4α f

∥∥∥ [
e(k2−1)i − 1

]
, for i = 2(1)n

(3.28)

where

k1 =

∣∣∣∣∣ Γ(2α + 1)
Γ(α + 1)Γ(3α + 1)

−
1

Γ(2α + 1

∣∣∣∣∣ and k2 =

∣∣∣∣∣1 − Γ(2α + 1)
Γ(α + 1)2

∣∣∣∣∣ .
Proof. We have D2αs0 = D2α f0 by (3.24). From (3.27) for i = 1 we have by expanding the
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right-hand side by Taylor’s expansions that:

∣∣∣D2αs1 − D2α f1

∣∣∣ =

∣∣∣∣∣∣
(
1 −

Γ(2α + 1)
Γ2(α + 1)

)
D2αs0 +

Γ(2α + 1)
Γ(α + 1)

h−α (−Dα f0 + Dα f1) − D2α f1

∣∣∣∣∣∣
≤ k2

∣∣∣D2αs0 − D2α f0

∣∣∣ + k1h2α
∥∥∥D4α f

∥∥∥
= k1h2α

∥∥∥D4α f
∥∥∥ ,

since D2αs0 = D2α f0.

Similarly from (3.27) for j = 0(1)n − 1, we have

∣∣∣D2αs j+1 − D2α f j+1

∣∣∣ ≤ k2

∣∣∣D2αs j − D2α f j

∣∣∣ + k1h2α
∥∥∥D2α f

∥∥∥ .
By using Lemma 3.8 and the fact that D2αs0 = D2α f0, we have for i ≥ 2

∣∣∣D2αsi − D2α fi

∣∣∣ ≤ k1

k2 − 1
· h2α

∥∥∥D4α f
∥∥∥ [

e(k2−1)i − 1
]
.

This completes the proof. �

Theorem 3.10. Let s(x) be the fractional spline defined in Section 3.3.1. If Dm.α f ∈ C[0, 1] (m =

0(1)4) then for any x ∈ [0, 1] we have

∣∣∣D3αs(x) − D3α f (x)
∣∣∣ ≤ (

Γ(2α + 1)
Γ(α + 1)

·
k1

k2 − 1
· h2α

[
e(k2−1)i − 1

]
+ k3hα

) ∥∥∥D4α f
∥∥∥ , (3.29)∣∣∣D2αs(x) − D2α f (x)

∣∣∣ ≤ k1

(
k2

k2 − 1
·
[
e(k2−1)i − 1

]
+ 1

)
h2α

∥∥∥D4α f
∥∥∥ , (3.30)

|Dαs(x) − Dα f (x)| ≤
k1

Γ(α + 1)
·

(
k2

k2 − 1
·
[
e(k2−1)i − 1

]
+ 1

)
h3α

∥∥∥D4α f
∥∥∥ , (3.31)

where k1 and k2 are given in Lemma 3.9, and

k3 =

∣∣∣∣∣Γ(2α + 1)
Γ(3α + 1)

−
1

Γ(α + 1

∣∣∣∣∣ .
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Proof. Differentiating both sides of (3.25) with respect to x, (x = xi + th), we get

D2αs(x) =
Γ(2α + 1)
Γ(α + 1)

tαh−α (−Dα fi + Dα fi+1) +

(
1 −

Γ(2α + 1)
Γ(α + 1)2 tα

)
D2αsi, (3.32)

D3αs(x) = −Γ(2α + 1)h−2αDα fi −
Γ(2α + 1)
Γ(α + 1)

h−αtαD2αsi + Γ(2α + 1)h−2αDα fi+1. (3.33)

Subtracting D3α f (x) from both sides of (3.33) and expanding the right-hand side by Taylor’s

expansion, we obtain

∣∣∣D3αs(x) − D3α f (x)
∣∣∣ ≤ Γ(2α + 1)

Γ(α + 1)

∣∣∣D2αsi − D2α fi

∣∣∣ +

∣∣∣∣∣Γ(2α + 1)
Γ(3α + 1)

−
1

Γ(α + 1

∣∣∣∣∣ hα ∥∥∥D4α
∥∥∥ ,

which, together with (3.28) and k3 =
∣∣∣∣Γ(2α+1)
Γ(3α+1) −

1
Γ(α+1

∣∣∣∣ lead to (3.29).

Similarly, Subtracting D2α f (x) from both sides of (3.33) and using the same technique,

we obtain

∣∣∣D2αs(x) − D2α f (x)
∣∣∣ ≤ k2

∣∣∣D2αsi − D2α fi

∣∣∣ + k1h2α
∥∥∥D4α

∥∥∥ ,
which, together with (3.28) give (3.30). Since Dαsi = Dα fi, from (3.26), we can write

Dαs(x) − Dα f (x) = Iαxi |x

[
D2αs(x) − D2α f (x)

]
.

Then using (3.30) we get (3.31). Thus the proof is completed. �

Lemma 3.11. Let s(x) be the fractional spline defined in Section 3.3.1. If Dm.α f ∈ C[0, 1] (m =

0(1)4), then for i = 0(1)n we have

|si − fi| ≤


0, for i = 0

k4h4α
∥∥∥D4α f

∥∥∥ , for i = 1

k4 · i · h4α
∥∥∥D4α f

∥∥∥ , for i = 2(1)n

(3.34)

where

k4 =

∣∣∣∣∣ Γ(2α + 1)
Γ(3α + 1)2 −

1
Γ(4α + 1)

∣∣∣∣∣ .
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Proof. The case i = 0 follows from (3.24). From (3.27) for the case i = 1 we have by

expanding the right-hand side about x0 using fractional Taylor’s expansion,

|s1 − f1| =

∣∣∣∣∣∣s0 +

(
1

Γ(α + 1)
−

Γ(2α + 1)
Γ(3α + 1)

)
hαDαs0 +

Γ(2α + 1)
Γ(3α + 1)

Dαs1

+

(
1

Γ(α + 1)
−

Γ(2α + 1)
Γ(α + 1)Γ(3α + 1)

)
h2αD2αs0 − f1

∣∣∣∣∣∣
≤ |s0 − f0| +

∣∣∣∣∣ Γ(2α + 1)
Γ(3α + 1)2 −

1
Γ(4α + 1)

∣∣∣∣∣ h4α
∥∥∥D4α f

∥∥∥
= k4h4α

∥∥∥D4α f
∥∥∥ ,

since s0 = f0.

Similarly from (3.27), for i = 2(1)n, we get

|si − fi| ≤ |si−1 − fi−1| + k4h4α
∥∥∥D4α f

∥∥∥ .
For a fixed integer i, this inequality implies that

|si − fi| ≤ k4 · i · h4α
∥∥∥D4α f

∥∥∥ .
Thus the proof is completed. �

Theorem 3.12. Let s(x) be the fractional spline defined in Section 3.3.1. If Dm.α f ∈ C[0, 1] (m =

0(1)4), then for any x ∈ [0, 1] we have

|s(x) − f (x)| ≤
[

k2
1

k2 − 1

(
e(k2−1)i − 1

)
+ k4(i + 1)

]
h4α

∥∥∥D4α f
∥∥∥ . (3.35)

Proof. Subtracting f (x) from both sides of (3.25) and applying fractional Taylor’s Theorem

1.1 for the right-hand side about xi, we obtain

|s(x) − f (x)| ≤ |si − fi| + k1h2α
∣∣∣D2αsi − D2α fi

∣∣∣ + k4h4α
∥∥∥D4α f

∥∥∥ ,
which, together with (3.28) lead to (3.35). Thus the proof is completed. �
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3.3.3 Algorithms

The following steps are needed in solving a problem:

Step 1. The above formulation and analysis was done in [0, 1]. However, this does not con-

stitute a serious restriction since the same techniques can be carried out for the general

interval [a, b]. This is achieved using the linear transformation

x =
1

b − a
t −

a
b − a

(3.36)

from [a, b] to [0, 1].

Step 2. Use the formulation of (3.27) to compute si, s′i , (i = 1(1)n).

Step 3. Use equation (3.25) to compute s(x) at n equally spaced points in each subinterval

[xi, xi+1] (i = 1(1)n − 1).

Step 4. s(1/2)(x), s′(x) and s(3/2)(x) are obtained from s(x).

3.3.4 Numerical Illustrations

In order to demonstrate the efficiency of the proposed method, three numerical examples

are considered. All calculations were implemented by MATLAB 12b.

Example 3.4 Consider the fractional differential equation

Dαy(x) −
2

Γ(3 − α)
x2−α = 0, 0 < x ≤ 1. (3.37)

The exact solution of which is:

y(x) = x2.

In this example the approximate and exact solutions are given in the knots xi, and for

which the maximum absolute error is presented for α = 0.8 (see Table 3.4).
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Table 3.4: Exact, approximate and absolute error

x Exact Solution Approximation Solution Error
0.00 2 2 0
0.10 0.010000000000000 0.009409901887389 5.900981126109994E − 04
0.20 0.040000000000000 0.040681956533135 6.819565331349989E − 04
0.30 0.090000000000000 0.098402927569831 8.402927569831006E − 03
0.40 0.160000000000000 0.185041964592567 2.504196459256700e − 02
0.50 0.250000000000000 0.302406206975918 5.240620697591802e − 02
0.60 0.360000000000000 0.451944689961054 9.194468996105404e − 02
0.70 0.490000000000000 0.634878308687241 1.448783086872411e − 01
0.80 0.640000000000000 0.852268549612962 2.122685496129619e − 01
0.90 0.810000000000000 1.105058485208949 2.950584852089488e − 01
1.00 1.000000000000000 1.394099293010464 3.940992930104641e − 01

Example 3.5 Let

f (t) = t2 + 1 in [1, 2] (3.38)

The maximum error bounds for the function and its α, 2α-th derivatives using the pro-

posed method are presented in Table 3.5 in case of α = 0.5, and n = 10, 20 and 100.

Table 3.5: Maximum absolute error for Example 3.5

Step size h e Dαe D2αe
0.10 1.3176E − 02 0 2.0113E − 02
0.05 3.2942E − 03 0 1.0056E − 02
0.01 1.3176E − 04 0 2.0113E − 03

Example 3.6 Consider the following fraction differential equation

f (1/2)(x) −
40320
Γ(8.5)

x
15
2 +

5040
Γ(7.5)

x
13
2 = 0, with f (0) = 1.5, x ∈ [0, 1]. (3.39)

Numerical and exact solutions are presented in Table 3.6 using the proposed fractional

spline for α = 0.8 and h = 0.1. Also, the exact and numerical solutions are demonstrated for

α = 0.8 and h = 0.25 in Figure 3.2.
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Table 3.6: Exact, approximate and absolute error

x Exact Solution Approximation Solution Absolute Error
0.0 1.500000000000000 1.500000000000000 0
0.1 1.499999910000000 1.499999795455770 1.145442301009325E − 7
0.2 1.499989760000000 1.499985929268890 3.830731109655261E − 6
0.3 1.499846910000000 1.499801259288805 4.565071119522202E − 5
0.4 1.499016960000000 1.498641944946279 3.750150537213948E − 4
0.5 1.496093750000000 1.494200025943200 1.893724056799551E − 3
0.6 1.488802560000000 1.482260826829597 6.541733170402742E − 3
0.7 1.475293710000000 1.458423518407489 1.687019159251135E − 2
0.8 1.458056960000000 1.424422576829834 3.363438317016598E − 2
0.9 1.452170310000000 1.402303366778089 4.986694322191143E − 2
1.0 1.500000000000000 1.460464635470158 3.953536452984197E − 2

Figure 3.2: Exact and approximate solutions of Example 3.6 with h = 0.25.
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Chapter 4
Conclusions and Future Works

4.1 Conclusions

In this thesis, we have discussed and constructed different types of fractional lacunary

interpolation data by spline functions, which are used in order to improve the solution of

fractional differential equations. Furthermore, new results are stated and proved.

In Chapter 2, we introduced a new kind of the fractional spline of polynomial form to be

applicable for the case 0 < α ≤ 1. The method is tested by considering two test problems for

two fractional ordinary differential equations. From Tables 2.1–2.10, we conclude that the

method is suitable for solving FDEs and the error is decrease when h and α are decrease.

In Chapter 3, the existence and uniqueness of three fractional splines of degree mα, m =

2, 4, 6, α = 0.5 are derived and in each case we have obtained direct simple formulas. These

formulas are agreeable with those obtained for degree of integer, such as in [43], where a

different approach was used. Moreover, in Section 3.3, a new technique using fractional

spline function approximation is presented that fits the α-th derivatives at the knots together

with the value of the function and its 2α-th derivative at the beginning of the interval, thus

obtaining direct simple formulae (3.25) and (3.27). These formulas agree with those obtained

for integer previously, such as in [43]. Also, error estimates are derived, which, with the

numerical examples, show the method to be efficient. In addition, we conclude that the the

error is decrease when h and α are decrease.
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4.2 Future Works

The research presented in the thesis focuses on the use of polynomial fractional spline

functions to obtain numerical solution of BVPs in FDEs. This investigation has spawned a

number of open research problems. We will figure out some of them, and further investigation

in specified directions will certainly lead to the improvement and generalization of the exiting

algorithms designed for the numerical solution of initial and BVPs in fractional differential

equations.

(a) The use of polynomial and non-polynomial fractional spline functions for the solution

of BVPs can be extended to higher-order as well as special linear and nonlinear BVPs.

Such types of problems have variety of applications in science and engineering.

(b) Polynomial and non-polynomial fractional spline functions can be used for the solution

of singular BVPs of fractional order.

(c) The work done so far on the application of polynomial fractional spline functions in

developing algorithms for the initial-value problems can be replaced by their counter

parts non-polynomial fractional spline functions to improve the accuracy and general-

ize the algorithms.

(d) The literature on the use of polynomial and non-polynomial fractional splines for the

numerical solution of partial differential equations are very limited. Hence this is an-

other area open for future investigations.
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